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On February 12, 2025, the House Energy and Commerce Committee (House E&C) announced 
a Privacy Working Group (PWG),1 consisting only of members of the Republican majority.2 They 
stated they “strongly believe that a national data privacy standard is necessary to protect 
Americans’ rights online” and issued this Request for Information (RFI) “to explore the 
parameters of a federal comprehensive data privacy and security framework.”3 The partisan 
approach of the PWG stands in stark contrast to the bipartisan efforts previously demonstrated 
by the House E&C Committee.4 Nonetheless, we hope the PWG will take seriously the 
submissions to its RFI from a variety of stakeholders. 
 
Almost every question in the PWG RFI5 has been the subject of extensive Committee 
discussion over the past two decades. While the substance of the questions in the RFI are 
important, the positions of many experts and stakeholders across the spectrum on these 
questions have already been well established.6 In fact, House E&C has held 13 data privacy 
hearings during the 118th Congress alone, advanced targeted data privacy legislation into law 
last Congress,7 and held legislative markups on detailed federal privacy legislation through E&C 
subcommittees and committees in the previous two Congresses under both Republican and 
Democratic majorities.8  
 
The PWG must also know that Big Tech and data brokers have carefully formulated answers 
designed to weaken consumer protections, limit accountability, and protect lucrative business 
models. We submit this response to the PWG’s RFI to make clear that Industry Trade 
Associations, which include Big Tech among their key members,9 have consistently opposed 
strong federal privacy legislation that would impact the business practices enabling them to 
maintain the kind of market concentration and power that drives the House majority’s concerns 
about speech, censorship, and other issues.10 Our response below outlines key issues a federal 
privacy framework must address and explains how Big Tech coalitions have routinely opposed 
meaningful reforms that would limit their power or strengthen privacy protections for Americans.  
 
President Donald Trump has repeatedly called Big Tech a fundamental threat, a view echoed by 
leadership within the House Majority11 and the E&C Committee12. Given the House Majority’s 
strong support for President Trump and his agenda, we hope that the House E&C PWG will not 
author a federal privacy bill that serves as a giveaway to Big Tech but instead provides real 
privacy and security protections for the American people.  
 
Fortunately, recent bipartisan efforts such as the American Data Privacy and Protection Act 
(ADPPA)13 and the American Privacy Rights Act (APRA),14 demonstrate that Democrats and 
Republicans alike are willing and able to stand strong together against the lobbying and 
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pressure from Big Tech and data brokers. To meet the moment, any serious federal privacy 
framework must include clear definitions of covered entities, clear obligations for each entity, 
modern definitions of personal and private data, and four baseline protections: data 
minimization, tightly scoped permissible purposes, universal opt out mechanisms, and 
provisions addressing AI harms. 
 
Key questions from the RFI 
I. A. How can a federal comprehensive data privacy and security law account for different roles 
in the digital economy (e.g., controllers, processors, and third parties) in a way that effectively 
protects consumers? 
Privacy legislation cannot truly be comprehensive until it accounts for every actor in the data 
ecosystem. Precisely defining all actors within the data chain ensures that no entity escapes 
scrutiny and no data slips through the cracks. This includes acknowledging that controllers, 
processors acting on their behalf, and third-party entities such as advertisers each pose distinct 
risks to personal privacy. As part of this, legislation must explicitly distinguish data brokers from 
other third parties, recognizing that their core business is solely the aggregation and sale of 
personal information and therefore requires a heightened level of oversight. It also means 
bringing government service providers into scope. These private companies, which collect, 
manage, or process data on behalf of government agencies, often handle highly sensitive 
information in areas such as public benefits, education, and law enforcement. 
 
I. B. What are appropriate obligations for different regulated entities, and what are the practical 
and legal limitations associated with each type of entity? 
Clear responsibilities ensure every actor has enforceable duties and cannot shift blame or 
responsibility onto others. Controllers must strictly limit the collection, use, and retention of 
personal data, protect sensitive data, and provide users with meaningful rights and ways to 
exercise them, including universal opt-outs. Processors, including government service 
providers, must operate strictly under the direction of a controller, adhere to contractual 
boundaries, and be prohibited from using data for their own purposes. Third parties, entities that 
are not controllers or processors must face clear restrictions, including transparency about data 
sources and limits on further use or transfer without consent. Data brokers present uniquely 
high risks, and whether their business model should even be permitted to continue is an open 
question. At minimum, if allowed to operate, they should be required to register with a 
government agency, publicly disclose their practices, and be banned from facilitating fraud, 
harassment, or deception. They must also support universal opt-out and delete tools that give 
individuals real control over their data. 
 
II. A. Please describe the appropriate scope of such a law, including definitions of “personal 
information” and “sensitive personal information.”   
A strong federal privacy law must include modern definitions that reflect how data is collected 
and misused today. Sensitive data must be defined broadly, covering not only traditional 
categories like biometric, genetic, geolocation, and health data but also private communications 
and personal media, browsing activity over time and across platforms, and sensitive inferences. 
Similarly, the definition of personal data must account for modern tracking methods by covering 
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information that identifies or is linked or reasonably linkable to a device that identifies or is linked 
or reasonably linkable to one or more individuals. 
 
4 Baseline protections for a functional privacy framework 
Given the RFI’s 3,500-word limit, the below does not attempt to address every issue that a 
comprehensive federal privacy law must address. Instead, it focuses on the minimum core 
elements that are essential to any comprehensive privacy bill. These include data minimization, 
a narrowly tailored permissible purposes section that includes a carve-out for public interest 
research, opt out rights with a universal mechanism, and AI provisions. Each addresses a 
critical weakness in the current data ecosystem and must not be diluted to satisfy industry 
opposition.  
 
While this column highlights opposition from “Big Tech,” much of the sourcing comes from 
public positions taken by major industry trade associations that represent the interests of large 
technology companies. Generally, “Big Tech” refers to six dominant firms including Amazon, 
Apple, Alphabet, Google, Meta, and Microsoft. However, there are also other large tech and 
data-driven companies with significant market power that influence privacy policy debates such 
as TikTok, X (formerly Twitter), and Snap. We made a good-faith effort to identify and include 
direct statements from individual companies like Google. Microsoft, notably, has long expressed 
public support for comprehensive federal privacy legislation.15 But in most cases, the interests of 
tech companies are represented by trade associations rather than tech companies speaking 
under their own names.16 This is a strategy that seemingly allows companies to influence policy 
debates without direct exposure.17 As a result, we drew from public positions taken by three 
major industry trade associations: the Information Technology Industry Council (ITI), TechNet, 
and the U.S. Chamber of Commerce. The first two list at least four of the six Big Tech 
companies as members, including Amazon, Apple, Google, and Meta.18 While the U.S. 
Chamber of Commerce does not have traditional members in the same way, leaders from both 
Meta and Microsoft sit on its board of directors.19 Because these organizations either include20 
or are publicly funded by Big Tech21 and routinely lobby with their interest in mind, we believe it 
is appropriate to treat their positions as representative of the industry’s stance, especially when 
individual companies have not offered independent public statements on the issue. This 
approach is necessary given the opacity of company-specific disclosures and the strategic role 
of trade groups to obscure direct opposition.  
 

1. Data Minimization 
Overview: Real data minimization limits companies to collecting, processing, retaining, and 
transferring only the minimum personal data that is necessary to provide a specific product or 
service requested by the individual. This includes deleting data once it is no longer needed to 
serve the purpose for which it was collected. Data minimization has been a foundational 
principle in privacy law for decades. The Privacy Act of 1974 established data minimization as a 
key requirement for government agencies, mandating that they only maintain information about 
individuals if it is directly relevant and necessary to fulfill a legally authorized purpose.22 More 
recently, bipartisan proposals like the APRA have built on this tradition by including enforceable 
data minimization rules.23 
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Impact on Americans: When companies are limited to collecting only what is necessary and are 
required to delete data after the purpose for which it was collected is accomplished, Americans 
gain critical protections against a range of privacy harms. Limiting data collection reduces 
profiling, preventing companies from using detailed personal and behavioral data such as 
demographic information and browsing history to categorize individuals unfairly. It also curtails 
commercial exploitation, stopping businesses from extracting and monetizing intimate personal 
details like location history. Additionally, strict limits on data collection combats online 
surveillance, ensuring that individuals are not continuously tracked across platforms, reducing 
the risk of intrusive monitoring by commercial entities. Similarly, reducing the volume and 
sensitivity of stored data helps decrease the harms caused by potential breaches. It also helps 
ensure that people aren't forced to give up unnecessary personal information to access basic 
products or services, such as providing their full date of birth just to read a standard news 
article. 
 
Opposition from Industry Trade Associations and Big Tech: Big Tech companies like Google 
often advocate for principles-based frameworks that give organizations discretion to determine 
what responsible data practices look like in their specific context.24 In a recent white paper, 
Google promoted a “responsible data practices” model that includes data minimization as one 
strategy to reduce risk, defined as limiting collection, use, and disclosure to what is “reasonably 
necessary and proportionate” for providing a product or service.25 However, the paper does not 
address limits on data retention, nor does it clarify whether “disclosure” includes the sale or 
transfer of data to third parties. This model allows companies to determine for themselves what 
data is necessary or proportionate, based on internal risk assessments and business needs. By 
resisting clear limits on data practices, Big Tech is able to preserve business strategies that 
depend on expansive and ongoing data collection. For instance, social media platforms 
continuously track user activities, such as likes and browsing patterns, to build detailed 
behavioral profiles used for targeted advertising. These practices are precisely what meaningful 
data minimization requirements are designed to curb.  
 

2. Narrowly Tailored Permissible Purposes (with public interest research carve out) 
Overview: A strong permissible purposes section must narrowly define exceptions to data 
minimization rules. These exceptions should allow data use beyond providing a requested 
service only when it serves a clear public benefit or is necessary for basic operations. This 
means avoiding vague or overly broad justifications, such as generic appeals to innovation or 
efficiency, which can be stretched to justify nearly any kind of data processing. Legislation 
should include essential carve-outs for areas like public safety, but these must be carefully 
defined to avoid misuse. Critically, any provision that allows data to be shared with law 
enforcement must be limited to data that was legally collected in the first place, and only shared 
under a valid legal process, such as a warrant. Companies should not be permitted to collect 
data solely on the basis that it might someday be useful to law enforcement. Carve-outs for 
fraud, harassment, public safety incidents, or criminal activity should prohibit both the sale or 
transfer of data to government entities for payment or other consideration, as well as any 
voluntary sharing of data. Ambiguous terms like "public safety" or "criminal activity" must be 
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tightly defined so that they cannot be used to justify surveillance of lawful behavior, such as 
peaceful protest or political organizing. 
 
A public interest research carve-out is essential to ensure researchers can access the data 
needed to study how digital platforms, AI systems, and other technologies impact society. 
Importantly, this access must extend beyond de-identified data, which often lacks the detail and 
structure required to identify patterns of harm. CAP raised this concern in a letter to Committee 
leadership in response to the APRA discussion draft,26 and the Committee appropriately 
addressed it during markup by removing the restriction to de-identified data.27 This revision 
ensures researchers can obtain more meaningful data under secure and lawful conditions. 
Access of this kind is vital for analyzing platform dynamics, algorithmic systems, and their 
effects on areas like public health, civic participation, and safety. Enabling this kind of research 
allows policymakers and the public to better understand how these systems operate, laying the 
groundwork for smarter, more effective regulation. Without this carve-out, companies can use a 
privacy law as a shield to block legitimate research. 
 
Impact on Americans: Narrowly defining permitted purposes offers stronger protection against 
misuse and exploitation by companies. Ambiguous terms like "public safety" and “criminal 
activity” can be stretched to justify invasive surveillance practices, often without people’s 
knowledge or consent. By clearly restricting the circumstances under which data can be used 
for law enforcement or shared with government agencies, a well-constructed permitted 
purposes section prevents companies from creating backdoor channels to hand over data 
without legal accountability—for example, collecting data under the guise of investigating a 
public safety incident and later sharing it voluntarily with law enforcement without a warrant or 
legal process. Additionally, a strong research carve-out ensures that privacy laws do not block 
the ability of independent researchers to uncover harms and inform better public policy.  
 
Opposition from Industry Trade Associations: Industry coalitions have supported broad and 
loosely defined permissible purposes. ITI’s proposed privacy framework allows companies to 
justify data use based on subjective risk assessments rather than clear legal limits. For 
example, it considers a use as “legitimate” if the privacy risk is deemed negligible or is 
minimized to a reasonable level, or if the perceived benefits outweigh any potential harm.28 
These determinations are left to the judgment of the companies themselves, meaning that data 
collection and processing could proceed based on internal calculations of “acceptable” risk or 
benefit. Additionally, its “public interest uses” list includes broad and ambiguous purposes, such 
as “facilitating the efficient distribution of websites and other internet content.”29 TechNet even 
opposes strong limits on government use of third-party data.30 These positions collectively seek 
to preserve the status quo or even expand it by allowing companies to stretch permitted 
purpose exceptions to fit their current practices, rather than accept narrowly tailored rules that 
protect individuals and prevent abuse. 
 

3. Opt Out Rights and Universal Mechanism  
Overview: A universal opt-out mechanism allows individuals to communicate their privacy 
preferences—such as opting out of targeted advertising or the sale of sensitive data—across 
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multiple websites and services with a single action.31 These mechanisms include tools such as 
browser settings or extensions that send automated signals, like the Global Privacy Control 
(GPC), to notify companies of the user’s intent to opt out.32 Covered entities should be required 
to honor these signals in order for them to have meaningful effect. Without such mechanisms, 
individuals are left to manage opt-outs manually, which often requires navigating different 
privacy policies, interfaces, and account settings across hundreds of services. A universal 
mechanism provides a uniform standard for both consumers and businesses, making privacy 
choices easier to exercise and implement.  
 
Impact on Americans: Without a universal opt-out mechanism, Americans are forced to manage 
their privacy settings individually across hundreds of websites, apps, and services. This process 
is time-consuming and inaccessible for many people, especially those who lack the technical 
skills to navigate complex interfaces. The result is that, in practice, many people are effectively 
denied the ability to exercise rights that may exist on paper. For lawmakers who are committed 
to restoring control to consumers and enhancing trust in online services, supporting universal 
opt-out is a critical step toward achieving that goal. 
 
Opposition from Industry Trade Associations: By enabling individuals to limit data collection and 
sharing across multiple platforms through a single, consistent action, it would make it far easier 
for users to avoid widespread tracking. This threatens the scale and efficiency of the data-driven 
business practices many companies depend on. Industry coalitions often claim that 
implementing such mechanisms would be technically complex or overly burdensome. However, 
even Google has acknowledged that overwhelming users with constant consent requests can 
lead to "consent fatigue," where people stop paying attention and click "agree" without 
thinking.33 Although this argument was made in opposition to broad opt-in requirements, the 
same concern likely applies to opt-outs as well and highlights the value of simpler, user-friendly 
mechanisms like universal opt-out.  
 

4. AI Prohibitions  
Overview: Artificial Intelligence systems rely on vast amounts of personal data, often collected 
and processed in ways that individuals cannot fully understand or control. Privacy legislation 
must explicitly account for AI-related risks and harms, recognizing that data regulation alone is 
insufficient to mitigate the most dangerous applications of AI. A strong federal privacy 
framework should not only govern data practices that fuel these systems but also establish clear 
guardrails against their misuse. Certain high-risk AI applications—such as automated job 
termination, real-time biometric surveillance, and social scoring—pose direct threats to civil 
liberties, economic security, and democratic norms and must be restricted outright. Federal 
privacy legislation must not preempt states from enacting or enforcing bans on such 
applications, as states play a critical role in responding to local risks, addressing emerging 
harms, and upholding individual rights – even where Congress has shown itself unable or 
unwilling to act.  
 
Impact on Americans: Without prohibitions for the most damaging, high-risk uses of AI, 
Americans will be susceptible to irreversible decisions that directly worsen their livelihoods. 
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Americans risk living in a society where opaque algorithms make consequential decisions 
without accountability, diminishing individual freedoms. Establishing firm boundaries for 
prohibited practices ensures that AI serves the public good rather than amplifying harm and 
helps balance the crucial tradeoff between harnessing AI’s good and mitigating its bad. If a 
federal privacy law preempted state law and prevented states from taking action against high-
risk AI systems, Americans could be left vulnerable to unregulated mass surveillance, 
algorithmic discrimination, and unchecked corporate power over employment and financial 
stability. 
 
Opposition from Industry Trade Associations: Industry coalitions have resisted strong AI 
prohibitions, arguing that restrictions should only apply to narrowly defined, high-risk use 
cases.34 TechNet, for example, opposes blanket bans or moratoriums on technologies like facial 
recognition or biometric systems, except where there is a specific, unacceptably high risk case 
identified and the legislation is narrowly tailored to address that unacceptably high risk.35 They 
push for a harm-based threshold that requires clear, demonstrable evidence of unacceptable 
risk before any regulation can occur.36 At the same time, these groups also seek to weaken 
enforcement mechanisms by promoting the inclusion of loopholes such as the right to cure, 
rebuttable presumptions, and affirmative defenses.37 This combination of narrow definitions and 
diluted enforcement would leave the most harmful AI applications largely unchecked. 
 
Conclusion 
The House E&C RFI may appear to reflect a genuine interest in advancing privacy legislation, 
but the questions it poses fail to move the conversation forward in any meaningful way. These 
are not new or unresolved issues; they are foundational issues that have been discussed and 
refined by experts for years. What’s needed now is not another delay, but a bipartisan and 
comprehensive federal privacy law that puts people over profits and stands up to the relentless 
lobbying of Big Tech and data brokers. Lawmakers should anchor any federal privacy law in the 
baseline protections outlined here, which reflect the real concerns of the public.  
 
The positions of American Progress, and our policy experts, are independent, and the findings 
and conclusions presented are those of American Progress alone. A full list of supporters is 
available here.  
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