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This series is about the future of testing in America’s schools. Part one of the series presents 

a theory of action that assessments should play in schools. Part two—this issue brief—

reviews advancements in technology, with a focus on artificial intelligence that can power-

fully drive learning in real time. And the third part looks at assessment designs that can 

improve large-scale standardized tests.

Despite the often-negative discussion about testing in schools, assessments are a 
necessary and useful tool in the teaching and learning process.1 This is especially 
true when it comes to diagnostic and formative assessments, which give teachers 
real-time direction for what students need to learn to master course content. It is 
this space where the advancements of technology can particularly benefit teaching 
and learning, as there is growing recognition in the field of psychology that tests 
help students learn. Sometimes called the testing effect, this theory suggests that 
low-stakes quizzes help students gain knowledge—and improve instruction.2

Advancements in technology have led to new developments in the field, such 
as stealth assessments, that reduce some of the stress students may experience 
around assessments. This approach makes testing more ubiquitous and useful 
for teachers because the methods are woven into the fabric of learning and are 
invisible to students.3 

But to get to a place where all teachers have access to such tests, there needs to be 
greater investment in testing research and development that results in better systems 
of diagnostic and formative assessments. This issue brief reviews developments in 
artificial intelligence (AI) and the types of advancements in diagnostic and forma-
tive testing it makes possible. This issue brief ends with recommendations for how 
the federal government can invest in testing research and development.
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What is artificial intelligence in education? 

At its most basic level, AI is the process of using computers and machines to mimic 
human perception, decision-making, and other processes to complete a task. 
Put differently, AI is when machines engage in high-level pattern-matching and 
learning in the process. 

There are a number of different ways to understand the nature of AI. Two types of 
assessment include rules-based and machine learning-based AI. The former uses 
decision-making rules to produce a recommendation or a solution. In this sense, it is 
the most basic form. An example of this kind of system includes an intelligent tutor-
ing system (ITS), which can provide granular and specific feedback to students.4

Machine learning-based AI is more powerful since the machines can actually learn 
and become better over time, particularly as they engage with large, multilayered 
datasets. In the case of education, machine learning-based AI tools can be used 
for a variety of tasks such as monitoring student activity and creating models that 
accurately predict student outcomes. While machine learning-based AI is still 
in its infancy, the approach has already shown impressive results when it comes 
to complex solutions not governed by rules, such as scoring students’ written 
responses or analyzing large, complex datasets. 

Within AI, there are other important distinctions, largely based on the technologi-
cal use cases. One subfield revolves around natural language processing, which 
is the use of machines to understand text. Technology such as automated essay 
scoring uses natural language processing to grade written essays. Also important 
within AI are recommender and other prediction systems that engage in data-
driven forecasting. For example, Netflix currently uses an AI-based recommender 
system to suggest new films to its users. 

Vision-based AI is also an important field that can help with assessment. A number 
of assessment groups have used optical systems to grade students’ work. Instead 
of a teacher grading a math equation that a student wrote, for example, the teacher 
can snap a picture of the equation, and a machine will grade it. Finally, there are 
AI systems based on voice recognition. These systems are the backbone of tools 
such as Siri and Alexa, and experts have been exploring ways to use voice-based AI 
to diagnose reading and other academic issues. 

Despite the innovation that AI supports in assessment, concerns around bias may 
prevent some of these designs from seeing the light of day. This issue brief will 
discuss those concerns.
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Who is using AI? 
Uses of AI in education expand beyond student assessments and into other tools 
to support student learning, often using built-in stealth assessments that students 
do not even recognize as a test.

For example, researchers at Carnegie Mellon University’s Human-Computer 
Interaction Institute developed new ways to use rules-based AI through intelli-
gent tutoring systems.5 Their method allows students and teachers to create tutors 
by entering problems and showing the ITS how to solve them. Once learned, the 
computer applies the solution; if incorrect, the human can fix it. Thereafter, the 
computer continues to build the rules, making the machine capable of applying 
solutions to other problems. This feature makes the tool much faster at building 
the tutoring system because humans no longer need to build the rules in the sys-
tem. For example, a teacher can build a 30-minute lesson in about 30 minutes—all 
through a free tool.6 These systems are much more scalable than human-based 
tutoring, providing students with one-on-one support.  

Today, the use of machine-based AI is already fairly widespread in education. For 
example, several testing companies, such as the Education Testing Service and 
Pearson, use natural language processing to score essays. Massive online open 
courses allowing unlimited participation through the web, run by companies such 
as Coursera and Udacity, have also integrated AI scoring to analyze essays within 
their courses. Most states also currently use natural language processing to score 
the essay portion of their yearly assessment. 

Such technology can also be used to drive down the cost of assessment. Using a 
mix of machine learning and natural language processing, several experts such as 
Neil Heffernan at Worcester Polytechnic Institute are looking at ways to automati-
cally generate new, high-quality test items around a body of knowledge. Heffernan 
calls the items “similar but not the same,” and he argues that they are key in truly 
understanding if a student understands a domain.7 In some cases, experts believe 
that machines will soon be able to generate assessment questions that are person-
alized to a student’s interests. For a student who loves baseball and is learning the 
concept of 5 plus 3, the machines might generate a problem about baseball (for 
example, “The batter hit five line drives and three homeruns. How many total hits 
did they have?”). These efforts on item generation also have the benefit of driving 
down the costs of assessment. 

While natural language processing does not “understand” language in any techni-
cal sense, it can be used to evaluate the quality of essays in ways that make forma-
tive assessment much more powerful. For instance, most word processing and 
email programs use natural language processing to suggest greetings or specific 
words.8 Commercial products such as Grammarly also use natural language 
processing technology to act as a virtual writing assistant. These approaches are 
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particularly important when it comes to improving formative assessment, and 
one of the authors of this issue brief has a forthcoming tool that will automatically 
evaluate a student summary of a reading assignment. Other organizations such as 
Revision Assistant and MIWrite also use natural language processing to evaluate 
the quality of argumentative essays.9  

When it comes to recommender systems, one use case is credit transfer. 
Researcher Zachary Pardos has created recommender systems that help students 
transfer credits from community colleges to four-year colleges.10 Another use 
case is recommending instructional practices after an assessment. For instance, a 
recommender system would outline a specific instructional path for a student to 
take after an assessment. This is important given the often limited practical utility 
of many end-of-year state exams. 

Such predictive systems, also known as early warning systems, can help track stu-
dents who are in danger of weak academic performance. About half of public high 
schools and 90 percent of colleges use an early warning system to track student 
grades, attendance, and other factors to identify when students veer off track.11 
These systems are powerful because they can rely on other performance data—
such as attendance—to predict student success, allowing counselors and other 
faculty to intervene early. 

Vision-based AI systems can also help with assessment and are being rolled out in 
a number of areas. Assessment groups such as Pearson have used optical systems 
to grade students’ work, and some, such as the team at the education technol-
ogy firm Bakpax, envision a world in which teachers use the camera on their cell 
phones to take a picture of a child’s homework, which is then automatically grad-
ed.12 Finally, there are AI systems based on voice. These systems are the backbone 
of tools such as Siri and Alexa, and experts such as John Gabrieli, a neuroscientist 
at the Massachusetts Institute of Technology, and Yaacov Petscher, a professor at 
Florida State University, have been exploring ways for voice-based AI tools to be 
used to diagnose reading issues.13 

The benefits and challenges of AI

Artificial intelligence can help students learn better and faster when paired with 
high-quality learning materials and instruction. AI systems can also help students 
get back on track faster by alerting teachers to problems the naked eye cannot see. In 
some cases, such as automated essay scoring, teachers and students do not directly 
experience the benefits of the tools. Rather, the state grades the exams in a faster, 
more efficient manner. In other cases, teachers are the direct beneficiaries. Scholars, 
such as Scott Crossley at Georgia State University, are experimenting with ways that 
natural language processing-based assessments can be embedded into writing pro-
grams so that teachers can get data reports on their students’ writing quality.14 
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Despite these benefits, there are clear concerns. One major issue is around privacy. 
How do these tools protect user privacy? How do schools gain consent of both 
students and parents when introducing them? Should data that have been anony-
mized be shared with researchers and other external groups? Another issue is the 
value of social and emotional ties and the very human experience of education. 
Put simply, AI will not replace teachers.15 Experts also point to bias as a drawback 
of AI. Scores computed by machines will be based on the results of thousands of 
tests. But as noted in this issue brief, test results can more often reflect a lack of 
opportunity rather than lack of ability. Machine scoring will not be able to make 
these distinctions.

Defining bias in testing, AI, and big data
Bias occurs when student inputs are misinterpreted and, in turn, misevaluated and 

scored differently.

•	 Bias in AI and big data comes in four forms:16

•	 The incoming data contain built-in bias. That is, poor outcomes such as low scores may 

result from fewer opportunities for students to learn, rather than differences in ability. 

•	 Poor past performance predicts poor future performance. For example, students who 

performed poorly in the past will repeat it.

•	 The use of AI breeds a lack confidence that the outcomes are fair. Since the incoming 

data can have biases, the outcomes may as well.17

•	 The use of AI continues past inequities, and gaps in access to opportunities to achieve 

at high levels continue. 

Given how fast computer programs operate, they can apply biases more quickly and 

efficiently than humans can. 

Experts agree that bias in testing, AI, and big data will always exist. Therefore, 
eliminating bias may be the wrong goal. Instead, policymakers who oversee test-
ing systems must ask themselves how much and what type of bias is tolerable, as 
well as how to ensure that bias does not disproportionately affect students based 
on race, ethnicity, income, disability, or English learner status. 

How to reap the benefits of AI to improve testing
Three steps will get educators and students closer to reaping the benefits of AI and 
its uses in student assessments.



6  Center for American Progress  |  Future of Testing in Education: Artificial Intelligence

First, Congress must invest in research to better understand where and how bias 
occurs in testing. Test results should be fair and accurate reflections of what 
students know and can do against a common and fair measuring stick. But when 
test results consistently exhibit racial patterns—and do not reflect true differences 
between the groups—they are biased.18 Bias could occur in what is being mea-
sured or in how it is being measured and scored. Research can point to where in 
the testing process bias is occurring and help discover remedies. 

Second, Congress should invest in the development of new kinds of technology-
driven assessments. Given the size and scale of investment needed, this can only 
come from the federal government. Thus, Congress should provide additional 
funding to states for testing and related research and development on cutting-
edge technology such as AI-based tools, learning games, and virtual reality. This 
could take the form of increased funding for the Grants for State Assessments 
and Related Activities program in the Every Student Succeeds Act. Congress 
should also increase funding of a little-known program called the Small Business 
Innovation Research program, which provides up to $1.1 million in individual 
grant awards to develop education-related learning technologies.19 Congress 
should also orient this program to have more of a focus on assessment strategies 
rather than general education technology. 

Third, the federal government should invest in teacher professional development 
on the effective use of assessments. Teachers should be experts in creating their 
own assessments as well as in using the results of any assessments to customize 
learning supports for students. Countries such as Finland and Australia invest 
heavily in supporting teachers to effectively use assessments and could be a model 
for the United States to follow.20 
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Conclusion

Well-designed formative assessments that take advantage of the latest 
advancements in technology can help students learn faster and better. These 
mechanisms are also a critical part of the teaching and learning process. From 
intelligent tutoring, stealth assessments, games, and virtual reality, mini-tests built 
by artificial intelligence can provide a wide variety of ways to use this technology 
to build engaging tools. To get there, the education system needs stronger 
investments in the research and development of new testing technologies that can 
provide teachers and students with the tools they need.
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